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ABSTRACT: Choosing an appropriate academic major is a pivotal decision for students, impacting both their 

educational experiences and career trajectories. This study explores the use of deep learning techniques to 

predict students' aca-demic performance and major suitability at Greenwich Vietnam. A Deep Neural Network 

(DNN) model was developed using a dataset comprising students' demographic details, entrance exam scores, 

and academic records. The model achieved a training accuracy of 93% and a test accuracy of 73%, 

highlighting its predictive capability. The findings demonstrate that aca-demic scores, gender, and regional 

factors significantly influence students' success. While the study provides valuable insights into optimizing aca-

demic advising, limitations such as data scope and binary classification of GPA necessitate future 

enhancements. Expanding the dataset, integrating qualitative factors, and refining predictive models are 

suggested to improve forecasting accuracy. This research contributes to the advancement of data-driven 

decision-making in higher education institutions, promoting better academic and career outcomes for students. 
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I. INTRODUCTION 
Selecting an academic major is one of the most critical decisions in a student's life, influencing not only 

their learning experience but also shaping their future career. When students choose a major that aligns with 

their interests and abilities, they are more likely to be engaged in their studies, thereby enhancing academic 

performance. Conversely, selecting an unsuitable major can lead to difficulties in knowledge acquisition, poor 

academic outcomes, and an increased risk of dropping out [1], [2]. A well-informed choice can also open up 

numerous career opportunities and personal growth prospects [3]. 

In today's competitive education landscape, higher education institutions must not only offer a diverse 

range of programs but also support students in selecting a major that aligns with their abilities and aspirations. 

Universities implement various initiatives to assist students in career orientation [4], including organizing 

seminars and discussions with industry experts, providing comprehensive guides on academic pro-grams, career 

prospects, and entry requirements, and facilitating orientation programs where prospective students can interact 

with faculty members and current students. 

However, these activities primarily focus on marketing and recruitment, aiming to disseminate 

information about academic programs, admission requirements, infra-structure, and job prospects to attract 

students to the institution. Career counseling centers, staffed with expert advisors, play a crucial role in guiding 

students; however, their efforts are often centered on admissions rather than personalized academic counseling 

based on students' abilities. Therefore, it is essential to enhance advisory ser-vices by incorporating reliable 

predictive data to support students in making well-informed decisions about their major selection [5], [6]. 

Students should not only choose their major based on personal interest but also consider their aptitude and 

potential for success. 

 

II. RELATED WORKS 
Early research on major selection prediction primarily focused on evaluating the compatibility between 

applicants' profiles and academic criteria. For instance, Zubaedah et al. (2021) calculated students' likelihood of 

enrolling in engineering programs based on their scores in Mathematics, Physics, Chemistry, Biology, 

Language, and Technical Skills [7]. The Analytic Hierarchy Process (AHP) was applied to compare and 

prioritize subject relevance for each major, helping students make informed decisions. Similarly, Bautista et al. 

(2016) determined students' enrollment potential based on key factors such as gender and academic performance 

in Algebra, Integral Calculus, Differential Calculus, Physics I, and Physics II [8].  
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Other studies, such as Iyer and Variawa (2019), analyzed first-year students' potential inclination 

towards specific majors by comparing their profiles with those of senior students, thereby suggesting suitable 

academic pathways [9]. While these approaches have proven effective, relying solely on academic compatibility 

does not guarantee optimal major selection. A more comprehensive evaluation should consider students' 

academic performance and career outcomes post-graduation, thus facilitating the development of 

recommendation models that integrate both personal preferences and alumni success metrics [10], [11]. 

Previous studies predominantly relied on academic data collected over an extended period. However, 

academic performance alone may not be a sufficient predictor of students’ long-term success, as it overlooks 

other influential factors. Research by Latifah et al. (2019) sought to address this limitation by incorporating 

personal at-tributes alongside academic performance to improve the accuracy of predictions [12]. Similarly, 

studies by Al-Shalabi (2019) and Stein et al. (2020) introduced recommendation models that accounted for 

skills, interests, and prior experiences [13], [14]. However, some studies, such as Al-Shalabi’s, focused only on 

students with high GPAs (between 3.0 and 4.0), which limited the generalizability of findings. 

Predictive models have also leveraged standardized test scores such as ACT, SAT, and NCEE to 

estimate students’ academic trajectories and design personalized learning plans. Xiao and Yi (2021) developed 

an artificial intelligence (AI) model that achieved a 95% accuracy rate in predicting students' academic paths 

based on standardized test scores [15]. Mengash (2020) implemented a decision-support system using HSGA, 

SAAT, and GAT scores to predict students’ future academic performance [16]. While effective, these models 

primarily relied on academic indicators, failing to account for non-academic factors that may influence students' 

success as mentioned in several researches [17], [18], [19]. 

In addition to machine learning approaches, expert rule-based systems have been employed to assist 

with major selection. Al Ahmar (2012) introduced a rule-based expert system designed to help high school 

students choose suitable university majors [20]. However, such systems often incorporate subjective biases and 

lack com-prehensive assessments of students’ skills. Similarly, fuzzy logic techniques, as explored by Salaki et 

al. (2015), have been used to assist vocational students in selecting their fields of study [21]. However, both 

studies failed to integrate real-world student success data, which could improve model accuracy and 

applicability. 

As predictive modeling in education evolves, recent studies have explored more advanced machine 

learning techniques, including artificial neural networks (ANN) and gradient boosting algorithms. Dhar and 

Jodder (2020) developed a recommendation system using LightGBM and CatBoost, which provided highly 

accurate predictions for students in science, humanities, commerce, and engineering programs [22]. 

Additionally, ANN-based models have demonstrated superior performance in predicting students' academic 

success [23], [24], [25]. 

Given these advancements, this study aims to build upon prior research by developing a predictive 

model that incorporates both academic and demographic factors to guide students in selecting their most suitable 

major. By integrating a deep learning approach, this research seeks to improve the accuracy and relevance of 

major selection recommendations, ultimately enhancing student retention and success rates. 

 

III. RESEARCH METHODOLOGIES 
To effectively predict student success or failure, this study employs deep neural networks to analyze 

academic performance data. By leveraging advanced machine learning techniques, the model provides data-

driven insights, assisting prospective students in selecting the most suitable major for their capabilities and 

strengths. 

 

3.1 DATA COLLECTION AND PRE-PROCESSING 

This study utilizes admission and academic performance data from Greenwich Vietnam for the 

academic years 2020 and 2021. The dataset comprises 797 student records, including demographic details, 

entrance exam scores, and academic performance during their studies. The use of real-world institutional data 

enhances the applicability of this research and provides valuable insights into factors influencing student 

success. 

 

The dataset includes the following features: 

 Demographic Information: Province of residence (P), gender (G) 

 Academic Performance: Scores in Mathematics (M), Literature (L), and English (E); scaled from 0 to 10. 

 Admission Information: Chosen major (e.g., Information Technology (IT), Business Administration (BA), 

Graphic Design (GD)). 

 Academic Outcomes: Course grades, semester GPA, pass/fail status, and year of study. 

To ensure robustness, the dataset was randomly split into training (70%) and test (30%) subsets. This 

practice, commonly used in machine learning, prevents model overfitting and ensures reliable evaluation. 
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The target variable (dependent variable) in this study is students’ academic performance, measured by 

their Grade Point Average (GPA). For simplicity, the GPA was categorized into: 

 0 if GPA < 6.5 (below average). 

 1 if GPA ≥ 6.5 (above average). 

By transforming GPA into a binary classification task, the model aims to predict whether students will 

achieve above-average academic performance in their chosen major. 

 

3.2 DEEP NEURAL NETWORK MODEL DESIGN 

To analyze the relationship between student attributes and academic success, a Deep Neural Network 

model (DNN) was implemented with the following architecture: 

 Input Layer: 6 nodes (corresponding to 6 input features: province, gender, three subject scores, 

and chosen major). 

 Hidden Layers: 3 layers with 25 neurons each. 

 Output Layer: 1 node (binary classification of academic performance). 

The ReLU (Rectified Linear Unit) activation function was used in hidden layers to introduce non-

linearity and improve learning capacity. A Sigmoid activation function was applied to the output layer for binary 

classification. 

The Adamax optimizer was selected due to its adaptability in handling varying gradients during 

training. A learning rate of 0.005 was used to ensure stable convergence. 

 
Fig.1 deep neural network model design 

 

3.3 MODEL EVALUATION METRICS 

The performance of the predictive model was evaluated using: 

 Accuracy: Measures the proportion of correctly classified instances. 

 Mean Squared Error (MSE): Assesses the difference between predicted and actual outcomes. 

 Overfitting Analysis: Compares training and test accuracy to determine whether the model 

generalizes well to unseen data. 

By leveraging deep learning techniques, this study seeks to enhance predictive ac-curacy and support 

evidence-based academic advising, ultimately helping students make informed decisions about their major 

selection. 

The performance of the predictive model was evaluated using: 

 Accuracy: Measures the proportion of correctly classified instances. 

 Mean Squared Error (MSE): Assesses the difference between predicted and actual outcomes. 

 Overfitting Analysis: Compares training and test accuracy to determine whether the model 

generalizes well to unseen data. 

By leveraging deep learning techniques, this study seeks to enhance predictive accuracy and support 

evidence-based academic advising, ultimately helping students make informed decisions about their major 

selection. 
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Fig.2 loss function value across epochs 

 

IV. EXPERIMENT RESULTS 
The evaluation of the predictive model revealed the following performance metrics: 

 Training Accuracy:93% 

 Test Accuracy:73% 

These results indicate that the model performs well on the training data but experiences a slight drop in 

accuracy on the test set, suggesting potential overfitting. Although the performance gap is not severe, further 

optimization techniques such as regularization or hyperparameter tuning could enhance the model’s 

generalizability. 

Convergence Analysis: The Mean Squared Error (MSE) was monitored over 1000 epochs, showing 

stable convergence, which suggests that the model has successfully learned from the data without major 

oscillations. However, adding validation monitoring during training could provide further insights into optimal 

stopping points, reducing overfitting risks. 

Predictive Capability: The model effectively predicts students’ academic success based on their 

admission profiles. For example, when given the input: 

[10, 0, 8.4, 4, 6.6, 0] 

The model predicts the highest probability of success in Information Technology (IT) with a 77% 

likelihood of achieving a GPA above 6.5. In contrast, the probability of success in Business Administration 

(BA) and Graphic Design (GD) drops to 5% and 38%, respectively. 

 

Table 1: Example of experimental results for the major selection prediction model 

Input features 
Prediction of Learning 

Ability 
Conclusion 

P G M L E CM 
IT 
(0) 

BA 
(1) 

GD 
(2) 

 

10 0 8,4 4,0 6,6 2 0,77 0,05 0,38 Right choice 

0 0 7,8 5,75 6,4 1 0,49 0,18 0 Wrong choice 

 

These insights suggest that the model can not only forecast students' academic performance but also 

recommend suitable majors based on their entrance scores and demographic information. 

 

V. DISCUSSIONS 
This predictive model offers valuable insights into the relationship between student potential and 

academic outcomes. The results confirm that factors such as academic scores, gender, and region of study 

significantly influence student performance. Specially, students with higher scores in core subjects tend to 

achieve better academic results, validating these scores as not just predictors but also reflections of actual 

learning capacity. 

The model's ability to predict student success probabilities within different majors highlights its 

potential for personalized academic advising. However, the study acknowledges limitations, including the 

limited timeframe of the data, the simplification of academic performance, and the exclusion of certain non-

academic factors.  
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Future improvements could involve expanding the dataset, incorporating more de-tailed academic 

performance metrics, integrating additional features (e.g., extracurricular activities, psychological assessments) 

and developing dynamic models that adapt to evolving educational trends. Combining quantitative analysis with 

qualitative research (e.g., interviews, surveys) could further enrich the understanding of factors influencing 

student success, leading to more holistic and personalized recommendations. 

 

VI. CONCLUSIONS 
This study demonstrates the potential of deep learning in predicting student academic performance and 

providing valuable insights for academic advising and major selection. The DNN model successfully predicts 

the probability of student success based on admission data, highlighting the influence of academic scores, 

gender, and study region on academic outcomes. While the model shows promising results, future research 

should address the limitations and explore potential improvements to enhance its accuracy, generalizability, and 

interpretability. By incorporating more comprehensive data and advanced techniques, we can develop even 

more effective tools to support students in their academic journeys and empower them to make informed 

decisions about their future. 
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