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ABSTRACT: The sharing of data or mined association rules can bring a lot of advantages for research, 

marketing, medical analysis and business partnerships; however, large repositories of data contain private data 

and sensitive rules that must be protected before released. The challenge is protection private data and sensitive 

rules contained in the source database, while non-sensitive rules can still be mined normally. To address this 

challenging problem, different sanitization methods were projected in literature. We discuss different data 

restriction methods from sanitization process. We introduce the taxonomy of sanitization algorithms and 

validate all data restriction algorithms against real and synthetic data sets. We also considered a set of metrics 

to evaluate the effectiveness of the algorithms by perform the experimental studies on different data restriction 

algorithms. 
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I. INTRODUCTION 
Data mining extracted novel, hidden and useful knowledge from vast repositories of data and has 

become an effective analysis and decision means in corporation. Association rule mining is one of the most 

important and fundamental problems in data mining. The sharing of data for data mining can bring a lot of 

advantages for research, marketing, medical analysis and business collaboration; however, huge repositories of 

data contain private data and sensitive rules that must be protected before published. The challenge is on 

protecting data and actionable knowledge for strategic decisions, but at the same time not losing the great 

benefit of association rule mining. 

 The problem of association rule hiding motivated by many authors [2, 6, 9], and different approaches 

were proposed. Roughly, they can fall into two groups: data sanitization [1] by data modification approaches 

and knowledge sanitization by data reconstruction approaches. For our comparison study, we selected the data 

sanitizing algorithms by Data Restriction Techniques in the literature: (1) SWA, (2) IGA. 

 

II. BACKGROUND 
In this section, we briefly review the basics of association rules and provide the definitions of sensitive 

rules. Subsequently, we describe the process of protecting sensitive knowledge in transactional databases. 

 

2.1 The Basics of Association Rules 

One of the most studied problems in data mining is the process of discovering association rules from 

large databases.  Association rule mining is the process of discovering sets of Items that frequently co-occur in a 

transactional database to produce significant association rules that hold for the data. Most of the existing 

algorithms for association rules rely on the support-confidence framework. 

 Formally, association rules are defined as follows: Let I = { i1,i2… im} be a set of items. Let D the task 

relevant data, be a set of database transactions where each transaction T is a set of items such that T ⊆ I. Each 

transaction is associated with an identifier, called TID. Let A be a set of items. A transaction T is said to contain 

A if and only if A⊆ T. An association rule is an implication of the form A =>B, where A⊂I, B⊂I and A⋂ B 

= 𝛷. The rule A => B holds in the transaction set D with support s, where s is the percentage of transaction in D 

that contains A ∪B. The rule A => B has confidence c in the transaction set D if c is the percentage of 
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transactions in D containing A which also contain B. While the support is a measure of the frequency of a rule, 

the confidence is a measure of the strength of the relation between sets of items. 

Support(s) of an association rule is defined as the percentage/fraction of records that contain (A ∪ B) to 

the total number of records in the database. 

                                          Support (A=>B) = 
𝑆𝑢𝑝𝑝𝑜𝑟𝑡  𝑐𝑜𝑢𝑛𝑡  𝑜𝑓  (𝐴∪B) 

𝑇𝑜𝑡𝑎𝑙  𝑛𝑢𝑚𝑏𝑒𝑟  𝑜𝑓  𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛  𝑖𝑛  𝐷
 

Confidence of an association rule is defined as the percentage/fraction of the number of transactions that contain 

(A ∪ B) to the total number of records that contain A.  

                                          Confidence (A=>B) = 
𝑆𝑢𝑝𝑝𝑜𝑟𝑡  𝑐𝑜𝑢𝑛𝑡  𝑜𝑓  (𝐴∪B) 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡  𝑐𝑜𝑢𝑛𝑡  𝑜𝑓(𝐴)
 

2.2 Sensitive Rules 

Protecting sensitive knowledge in transactional databases is the task of hiding a group of association 

rules, which contain sensitive knowledge.   We refer to these rules as sensitive association rules and define them 

as follows: 

 

Definition :- (Sensitive Association Rules) Let  D  be a transactional  database,  R  be a set of all 

association  rules that  can be mined  from D  based on a minimum support  σ,  and Rules RS   be a set of 

decision  support  rules that need to be hidden according to some security  policies.  A set of association rules, 

denoted by RS , is said to be sensitive if RS ⊂ R.  ~ RS (R- RS) is the set of non-sensitive association rules such 

that    ~ RS ∪ RS = R. 

 

1. Problem Definition 

 In the context of privacy preserving association rule mining, we do not concentrate on privacy of 

individuals.  Rather, we concentrate on the problem of protecting sensitive knowledge mined from databases. 

The sensitive knowledge is represented by a special group of association rules called sensitive association rules.  

These rules are most important for strategic decision and must remain private (i.e., the rules are private in the 

company or organization owning the data). 

 The problem of protecting sensitive knowledge in transactional databases draw the assumption that 

Data owners have to know in advance some knowledge (rules) that they want to protect.  Such rules are 

fundamental in decision making, so they must not be discovered. 

The problem of protecting sensitive knowledge in association rule mining can be stated as, Given a 

data set D to be released, a set of rules R mined from D, and a set of sensitive rules RS ⊂ R to be hided, how can 

we get a new data set D
1
, such that the rules in RS cannot be mined from D

1
, while the rules in R- RS can still be 

mined as many as possible. In this case, D
1
 becomes the released database. 

 

2. Sanitizing Algorithms 

In our framework, the sanitizing algorithms modify some transactions to hide sensitive rules based on a 

disclosure threshold µ controlled by the database owner.  This threshold indirectly controls the balance between 

knowledge disclosure and knowledge protection by controlling the proportion of transactions to be sanitized. 

 

4.1 Sanitizing Algorithms: Major Steps 

1. Find sensitive transactions for each restrictive pattern; 

2. For each restrictive pattern, identify a candidate item that should be eliminated (victim item); 

3. Based on the disclosure threshold ψ, compute the number of sensitive transactions to be sanitized; 

4. Based on the number found in 3, remove the victim items from the sensitive transactions. 

  

We classify our algorithms into two major groups:  Data Modification algorithms and Data 

Reconstruction algorithms, as can be seen in Figure 1. 

 
Figure 1: A taxonomy of sanitizing algorithms. 
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4.2 Data Modification Algorithms 

Data modification methods hide sensitive association rules by directly modifying original data. Most of 

the early methods belong to this track. According to different modification means, it can be further classified 

into the three subcategories: Data Distortion methods, Data Restriction methods and Data Blocking methods. 

4.2.1 Data Distortion is based on data perturbation or data alteration, and in particular. The procedure 

is to alter a selected set of 1 (true) value to 0(false) values (delete items) or 0 values to 1 values (add items) if we 

consider the transaction database as a two-dimensional matrix. Its aim is to decrease the support or confidence 

of the sensitive rules below the user predefined threshold value. 

 4.2.2 Data Restriction is an approach of deleting of items from the transactions of transactional 

databases, which are present in sensitive association rules. Two different approaches were existed in restriction. 

Those are i) delete all the sensitive items from all the transactions which are supporting those sensitive rules.  

     ii) Delete few items, which are sensitive from some of the transactions, which are supporting those sensitive 

rules until support less than min support threshold or confidence less than the minimum confidence threshold. 

 4.2.3 Data-Blocking is another data modification approach for association rule hiding. Instead of 

making data distorted, blocking approach is implemented by replacing certain data items with a question mark 

“?”(Unknown) [7]. the introduction of this special unknown value brings uncertainty to the data, making the 

support and confidence of an association rule become two uncertain intervals respectively. 

 

4.3 Data Reconstruction Algorithms 

Data reconstruction methods put the original data aside and start from sanitizing the so-called 

“knowledge base”. The new released data is then reconstructed from the sanitized knowledge base [3, 4]. 

Table 1: Classification of different algorithms. 

 

The above Table 1 contains various algorithms related to each category of sanitization algorithms. 

 

III. ALGORITHMS 
We now present in detail two Data Restriction algorithms. 

 

5.1 SLIDING WINDOW ALGORITHM (SWA): 
 The main thought behind the Sliding Window Algorithm [8], denoted by SWA, is to sanitize the 

sensitive transactions with the shortest sizes. The underlying principle is that by removing items from shortest 

transactions we would reduce the impact on the sanitized database since the shortest transactions have smaller 

number combinations of association rules. 

The sketch of the Item Algorithm is given as follows: 
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Algorithm: Sliding Window Algorithm (SWA) 

Input: Data Base D, Restrictive Rules Rr , Window Size K.  

Output: Sanitized Data Base D
1         

 

Begin 

Step 1: 

 For each K transactions in D do  

For each restrictive rule r € Rr   do 

      1.    T[r]  Find Sensitive Transactions(r, D); 

Step 2: 

1. Compute the frequencies of all items in the restricted rules w.r.t T[r] 

2.     For each restrictive rule r € Rr do 

4.1. Victimr   item I with maximum frequency I € r 

Step 3:  

For each restrictive rule r € Rr do 

1. NumTransr  (T[r] *(1-µ  )  

       2. Sort the transactions of T[r] in ascending order of size. 

Step 4: D
1
   D 

For each restrictive rule r € Rr  do 

1. TransToSanitize   Select first NumTransr transactions from 

T[r] 

2. In D
1
 for each transaction t € TransToSanitize   do 

3.1. t   (t - Victimr) 

End 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In Step 1 the Sliding window algorithm builds an index for all sensitive transactions in D. In step 2 the 

algorithm selects the victim item for every restricted association rule. First it computes the frequencies of all the 

items in restricted association rules w.r.t sensitive transactions T[r].The item with the maximum frequency will 

be selected as victim for that restricted association rule. Based on the disclosure threshold µ step 3 identifies the 

number of transactions to be sanitized and transactions of in ascending order of their sizes. Step 4 first copies 

the D into D
1 

.For each restrictive rule based on number of transactions to sanitize, the victim item will be 

removed from the transactions.  

To illustrate how the SWA algorithm works consider the transactional database in Table 2(a).Suppose 

we have the restricted association rules as {(I1,I2  I4) and (I3  I4)}.Table 2(b) shows the sanitized database. 

Step 1: By scanning the data base identify the sensitive transactions as {T1, T3, T5, T6}. 

Step 2: Compute the frequencies. The frequency of I1, I2, I3, and I4 are 2, 3, 3 and 4 respectively.  

            For the rule I1, I2  I4, I4 will be selected as victim. 

            For the rule I3  I4 also I4 will be selected as victim. 

 

Step 3: We set the disclosure threshold µ as 25%. We sanitize half of the sensitive transactions for each    

              restricted rule. In this case transactions T3, T5 and T6 will be sanitized.  

 

Step 4: We perform sanitization by considering the victim item selected in step 2 i.e I4.Remove I4 from      

             T3, T5 and T6.  

 
Table 2: (a) Sample transactional database                 (b) Sanitized database with SWA algorithm. 
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5.2 ITEM GROUPING ALGORITHM (IGA): 

The main thought behind the Item Grouping Algorithm [5], denoted by IGA, is to group restricted rules 

in groups of rules sharing the similar itemsets. If two restrictive rules overlap, by sanitizing the sensitive 

transactions containing both restrictive rules, one would take care of hiding these two restrictive rules at once 

and thus reduce the impact on the sanitized database.  

In Step 1 the item grouping algorithm builds an index for all sensitive transactions in D. In step 2 the 

algorithms groups the restricted rules based on similar items in the rules and then sort the transactions associated 

with them in descending order and for each restricted rule it identifies the victim item.Based on the disclosure 

threshold µ step 3 identifies the number of transactions to be sanitized. Step 4 first copies the D into D
1 

.For 

each restrictive rule based on number of transactions to sanitize, the victim item will be removed from the 

transactions.  

To illustrate how the IGA algorithm works consider the transactional database in table 3(a).Suppose we 

have the restricted association rules as {(I1,I2  I4) and (I3  I4)}.Table 3(b) shows the sanitized database. 

 

Step1: By scanning the data base identify the sensitive transactions as {T1, T3, T5, T6}.The degree of 

the transactions are 2, 1, 1 and 1 respectively. 

Step 2: The two rules can grouped in together because they have a common item I4.The victim item is 

also be selected as I4. 

Step3: We set the disclosure threshold µ as 50%. We sanitize half of the sensitive transactions for each 

restricted rule. In this case transactions T1 and T3 will be sanitized.  

Step 4: We perform sanitization by considering the victim item selected in step 2 i.e I4.Remove I4 

from both T1 and T3. 

 

The sketch of the Item Algorithm is given as follows: 
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Table 3: (a) Sample transactional database              (b) Sanitized database with IGA algorithm 

 

IV. PERFORMANCE EVALUATION 
All the experiments were conducted on PC, Intel Pentium dual core with 2.80GHz and 2 GB of RAM 

running on a windows operating system. To measure the effectiveness of the algorithm, we used a dataset 

generated by the IBM synthetic data generator. The performance of the algorithms has been measured according 

to following criteria. 

6.1 Performance Measures 

Hiding Failure: 

When some restrictive patterns are discovered from D
1
, we call this problem as Hiding Failure, and it is 

measured in terms of the percentage of restrictive patterns that are discovered from D
1
. The hiding failure is 

measured by 

                                                                     𝐻𝐹 =
#Rs D1 

#Rs  D 
 

where #Rs(D
1
) denotes the number of restrictive patterns discovered from sanitized database(D

1
), and   #Rs( D) 

denotes the number of restrictive patterns discovered from orginal database(D).  

 

Misses Cost: 

Some non restrictive patterns can be hidden by mining algorithms accidentally. This happens when 

some non-restrictive patterns lose support in the database due to the sanitization process. We call this problem 

as Misses Cost, and it is measured in terms of the percentage of legitimate patterns that are not discovered from 

D
1
. The misses cost is calculated as follows:  

                                                          𝑀𝐶 =  
#~Rs  D − #~Rs D1 

#~Rs  D 
 

where #~ Rs(D) denotes the number of non-restrictive patterns discovered from original database D, and  

#~ Rs(D
1
) denotes the number of non-restrictive patterns discovered from sanitized database D

1
.  

 

6.2 Performance Evaluation of Algorithm SWA 

The effectiveness is measured in terms of the Hiding failure, as well as the Misses Cost. We selected 

for our experiments a set of ten sensitive association rules from the dataset. To do so, we ran the Fp-growth 

algorithm select such association rules. Figure 2a shows the effect of the disclosure threshold on the hiding 

failure and Figure 2b shows the effect of the disclosure threshold on the Misses cost. In case SWA, having 

different disclosure thresholds reduces the values of misses cost. Similarly, sliding the disclosure threshold 

improves the values of misses cost. On the other hand, the values of hiding failure increase since misses cost and 

hiding Failure is typically contradictory measures, i.e., improving one usually incurs a cost in the other. 

(a)                                                                                      (b) 

Figure 2: Effect of Disclosure Threshold on hiding failure and Misses cost 

TID ITEM SETS 

T1 I1,I2,I3,I4 

T2 I1,I2 

T3 I2,I3,I4 

T4 I2,I3 

T5 I1,I2,I4 

T6 I3,I4 

T7 I2,I4 

TID ITEMSETS 

T1 I1,I2,I3 

T2 I1,I2 

T3 I2,I3 

T4 I2,I3 

T5 I1,I2,I4 

T6 I3,I4 

T7 I2,I4 
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6.3 Performance Evaluation of Algorithm IGA 

Figure 3a shows the effect of the disclosure threshold on the hiding failure and Figure 3b shows the 

effect of the disclosure threshold on the Misses cost. If disclosure threshold is set 0% then all sensitive rules 

hidden but misses cost is 20%. Disclosure threshold is set 50% then only 40% of sensitive rules hidden and 

Misses cost is only 8%. 

(a)                                                                                                                   (b) 

Figure 3: Effect of Disclosure Threshold on hiding failure and Misses cost 

 

6.4 Comparative Evaluation of the Algorithms 

(a)                                                                                             (b) 

Figure 4: Effect of Disclosure Threshold on hiding failure and Misses cost 

 

The effect of the disclosure threshold on the hiding and disclosure threshold on the Misses cost of the 

algorithm are shown in Figure 4a and Figure 4b. In both cases SWA algorithm has an advantage over the IGA 

algorithm. SWA also has an advantage over the IGA algorithm. The advantage is that SWA allows a database 

owner to set a specific disclosure threshold for each restrictive rule.  

 

V. CONCLUSION 
 In this paper we presented two basic approaches in order to protect sensitive rules from disclosure. The 

first approach scans one group of transactions at a time and sanitizes the sensitive rules presented in such 
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transactions based on a set of disclosure threshold defined by a database owner. There is a disclosure threshold 

that can be assigned to each sensitive association rule. The second approach groups sensitive association rules in 

clusters of rules sharing the same itemsets. If two or more sensitive rules intersect, by sanitizing the shared item 

of these sensitive rules, one would take care of hiding such sensitive rules in one step. We also measured the 

performance of the algorithms according to two criteria: 1) the effect of the disclosure threshold on the hiding 

failure and 2) the effect of the disclosure threshold on the Misses cost. We concluded that SWA algorithm has 

an advantage over the IGA algorithm. The advantage is that SWA allows a database owner to set a specific 

disclosure threshold for each sensitive rule. 
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