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Abstract 
This paper takes a critical look at basic machine learning and pattern recognition methods and also gives the 

underlying concepts of machine learning techniques that can be applied to problems in the domain of pervasive 

computing environments. The scope of this study covers the two primary types of machine learning; supervised 

and unsupervised learning methods. In the process of providing the fundamental knowledge of machine 

learning, we present some conceptual terms of machine learning and the steps required in developing machine 

learning systems with a great impact on context-aware pervasive computing environments. 
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I. Introduction 
Pervasive computing environment is a physical space replete with mobile handheld, personal 

computers and all forms of devices that are free to move to and from this space.  Pervasive computing 

environments are highly proactive in nature and observe environmental context at any given time. Weiser, M. 

(1999).  At some point, a pattern exits, which could be tracked, studied and replicated when necessary.  Machine 

learning principles can be used to study these patterns and use the results to predict future resource availability 

and/or usage in a pervasive computing environment. 

The importance of pattern recognition in this regard cannot be overemphasized.  Figure 1 shows a 

typical pattern recognition procedure.  In all pattern recognition tasks there are a number of measurements made 

of an event or object.  These raw materials are transformed in some way into a set of features, and the features 

are used by a decision procedure to assign the event to one category or another, Alpaydin, E. (2004).  Thus the 

pattern recognition system is a classifier. This helps in context management and prediction of pervasive 

elements. 

 

 
Figure 1: Pattern Recognizer 

 

In general terms, machine learning can be clearly defined as set of methods that can automatically 

detect patterns (general regularities) in empirical data, such as sensor data or databases and then use the 

discovered patterns to predict future data, or execute other types of decision making under uncertainty, Bishop, 

C. M. (2006).  Various disciplines utilize machine learning techniques, including the obvious disciplines like 

computer science and statistics, as well as many other fields from politics to geo-sciences Mitchell, T. M. 

(2006). Focus in machine learning research today majors on automatically learning patterns in large data set of 

complex data types. 

 

So far, most of the machine learning approaches are merely reactive, adopting decisions based only on 

an earlier context. Research in anticipatory and proactive systems, including prediction of future situations is 

still in its beginnings, Karbassi, A. and M. Barth (2003). In these systems, a user is linked to a profile with a set 

of defining characteristics. Leveraging that profile allows us to improve the systems‟ efficiency by anticipating 
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the user‟s needs and adapting the services accordingly. Several approaches have been proposed to achieve this 

anticipatory aspect. These approaches can be classified under two categories: passive or active: 

 

Classification is the process of assigning to a particular input, the name of the class to which it belongs.  

Learning is the process by which one entity acquires knowledge; usually that knowledge is already possessed by 

some number of other entities who may serve as teachers to the learner. Alpaydin, E. (2004). 

 

II. Learning System 
When a computer system improves its performance at a given task over time, without re-programming, 

it can be said to have learned something.  One can suffice it to say that „automatic performance improvement 

with experience is a rough-and-ready definition of learning‟. Jaime G. Carbonell, R. S. (1983).  Tom Mitchell, 

in 1997,  loosely opined that, a computer program is said to learn from experience E with respect to some task T 

and some performance measure P, if its performance on T, as measured by P, improves with experience E 

The term machine in this paper means almost the same as computers.  In practice, Machine-learning 

algorithms attempt to achieve one or more of the following goals: 

___ provide more accurate solutions 

___ cover a wider range of problems 

___ obtain answers more economically 

___ simplify codified knowledge 

The last goal presumes that simplification of stored knowledge is valuable for its own sake.  For 

example, a system might rearrange its knowledge base so that it was more intelligible to human readers.  Even if 

its performance at the task was no better, this could well be useful.  It is the first two criteria (accuracy of 

solutions and range of applicability), which usually have the highest priority, however. 

 

 
Fig.2: A framework for learning 

 

All systems designed to modify and improve their performance share important common features.  Fig. 

2 is a diagram of the four major components of a typical learning system.  Incidentally, this sketches a pattern 

recognizer, which learns to associate input descriptions with output categories.  The system sketched has a 

feedback loop.  The major components will be discussed by going round this feedback loop.  To the left of the 

dotted line is the learning system and to the right is the ideal system teacher, whose behaviour it is trying to 

match.  

http://www.cs.cmu.edu/~tom/
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2.1.The Criticcompares the actual with the desired output.  In order to do so, there must be an „ideal system‟ 

against which the system‟s behaviour is measured.  The job of the Critic is known as Credit assignment or 

alternatively „blame assignment‟. It must access deviations from correct performance. 

2.2 The learneris the heart of the system.  This is the portion that has responsibility for amending the 

knowledge base to correct erroneous performance. 

2.3 The ‘Rules’are the data structures that encode the system‟s current level of expertise.  They guide the 

activity of the performance module. 

2.4 The Performeris the part of the system that carries out the task.  This uses the rules in some way to 

guide its activity.  Thus, when the rules are updated, the behaviour of the system as a whole change for the 

better, if all goes according to plan. 

 

Two other terms need to be defined before we begin our discussion of practical learning methods - description 

language and training set. 

The description language is the notation or formalism in which the knowledge of the system is expressed.  There 

are two kinds of description language, which are important: 

 The first is the notation used to represent the input examples.  One of the simplest of input format is the 

feature vector:Each aspect of the input example is measured numerically and the vector of measurements 

defines the input situation. 

 The second kind of description language is that chosen to represent the rules themselves.  Here 

representation schemes capable of expressing structuraldescriptions where the relations between parts of an 

object are important as well as the elementary attributes (or features) of the object. 

It is essential therefore to ensure that the description is capable of expressing the kinds of distinction that will be 

needed. 

 

The notion of a training set is important in understanding how a machine learning system is tested.  Basically, 

there is a database of examples for which the solutions are known.  The system works through these instances 

and derives a rule or set of rules for associating input descriptions with output decisions.  In Ian H. Witten, E. F. 

(2005), according to Bacon, rules must be tested on cases other than those from which they were observed.  

Therefore, there should be another database, the „test set‟ of the same kind but containing unseen data.  If the 

rules also apply successfully to these fresh cases, our confidence in them is increased. 

Methods of selection and or placement of hyper-surfaces that supplement the training set technique can 

then be called a training method and a classifier whose hyper-surfaces are adjustable can be called a trainable 

classifying system, which comes under the popular heading of learning machines. 

Learning is thus a task of constructing the regions or templates in the N-dimensional space in which labeled 

samples of the classes are contained.  Our study will be based on this loose definition. 

 

III. Context Awareness In Machine Learning 
According to Schilit and Theimer. (1994), context means all information coming from the environment 

that is used by the application to adapt its behavior.  Context comprises resources and services and defines their 

role in the application. Context awareness is one of the fundamental principles underpinning pervasive 

computing. Context prediction, a new trend in pervasive computing, is an open-ended research topic with a lot 

of challenges and opportunities for innovation. Perttunen, M. (1999). 

The context acquisition step concerns itself with gathering contextual information from physical and 

logical sensors. The captured data is then transformed into more meaningful features during the extraction step 

for better interpretation. The classification step then, recognizes recurring patterns, called clusters in the feature 

space, built in the previous step. Classification uses a feature vector which can be assigned to multiple clusters 

with different degrees of belonging. This degree represents the probability that a feature vector belongs to a 

cluster. Labeling allocates the descriptive names for individual clusters or combinations of several clusters. 

Based on the observed history, the future context cluster can be predicted. The prediction step uses the vector of 

clusters generated by the classification step. The final goal is to generate a cluster of vectors for the future, 

which matches the current cluster provided by the classification step. This classification is used for supplying 

the cluster vectors predicted in the labeling step to provide context label, intended for use in dynamic 

applications, Nicole, A. (2013). 
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Figure 3: Schematic illustration of a pervasive architecture to store and retrieve machine   

 learning models based on context. 

 

To make predictions, we implemented a neural network with five hidden neurons that were trained by 

considering the full range of all of these variables. For example, the model was generic enough to predict effect 

of distance on resource availability, independent of the time and of the temperature and humidity of the 

environment. However, we observed that the mean absolute error of the predictions provided by the generic 

model was higher at distances above 50m. 

 

IV. Parametric/Non Parametric Approach To Machine Learning 
According to Friedberg, R. M. (1958), in the statistical classification approach, if the unknown is the 

parameter values of a known distribution function P(X / Ck), then the  parametric technique can be applied.  

Suppose that  1, 2,  . . . , n are the m training subsets of patterns corresponding to the m classes, 

then with the knowledge that P(X / Cj) are normal, the estimates of the parameters  Xj(or µj) and Sj(or j) are 

defined by the following sample statistics: 

<X>j = E(X) = 1/mjX j  X       (1) 

<S>j =  1/mjX j  (X - <X>j(X - <X>j)`    (2) 

Here E(X) denotes expected value X, Mj is the number of patterns in the training subset  Mj , and <X>j and 

<S>j denote the sample mean (or, centre of gravity) and sample covariance matrix respectively of the jth class.  

If on the other hand, both function and parameter values are unknown, the nonparametric techniques in general 

should be used. 

 

Learning process can be termed supervised or non-supervised depending on whether the correct classifications 

of the patterns observed are known or not. 
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4.1 BAYESSIAN SUPERVISED LEARNING METHOD 

Supervised learning is fairly common in classification problems because the goal is often to get the 

computer to learn a classification system that we have created. It often leaves the probability for inputs 

undefined. This model is not needed as long as the inputs are available, but if some of the input values are 

missing, it is not possible to infer anything about the outputs.   

Let (x1, x2, . . ., xn ) be a sequence of independent identically distributed feature vector observed from the same 

pattern class Cj then according to Bayes‟ theorem, the function Po(x) changes to the a posteriori density 

function: 

P(| X1)   =        P(X1 | ) Po( )       (3) 

  P(X1) 

After X1 and X2 are observed, the a posteriori density function of   is: 

 

P(| X1, X2)      =           P(X2 | X1,) Po( | X1 )     ( 4) 

  P(X2 | X1) 

After the nth observation is observed: 

 

P(| X1, .. . . Xn ) =  P(Xn | X1, . . . ,Xn-1, ) P( | X1, . . .,Xn-1)) Po( ) .  (5) 

P(Xn | X1, . . .,Xn-1)  

 

The required probability density function with the knowledge of  

P( | X1, . . ., Xn) is: 

P(Xn+1 | X1, . . ., Xn.Cj)  =  ∫ P(Xn+1 | X1, . . ., Xn,Cj, ) P( | X1, Xn, Cj)d (6)   

n = 1, 2, . . .  

where P(Xn+1 | X1. . . Xn.Cj. ) is known. 

The a posteriori density function on the average becomes more concentrated and the estimate converges to the 

true value of the parameter, so long as the true value is not excluded by the a priori density function of the 

parameter . 

 

4.2 NON-SUPERVISED LEARNING 

In non-supervised learning, the learning observations (as their correct classifications are not known) are 

considered as coming from the mixture distribution with the probability distribution of each class as component 

distributions.  The problem of learning is then reduced to a process of successive estimation of some unknown 

parameters in either a mixture distribution of all possible pattern classes or of a known decision boundary, 

Ghahramani, Z. (2008). 

 

The mixture distribution is defined as: 

P(X)  = i P(X | Zj
n
 ) P(Zi

n
 ), i = 1, 2, . .  .w        (7) 

Where P(X | Zi
n
) denotes the ith – partition conditional distribution, P(Zi

n
)the mixing parameter for the ith – 

partition Zi and W(m
, 
m = number of class distribution) is the number of ways Z1

n
, Z2

n
, . . . Zw

n 
) in which the set 

of training observations 

X1, X2, . . . Xn can be partitioned constituting the overall mixture distribution. 

If P(X | ,P) represents the parameter-conditional mixture distribution where: 

 = 1, 2, . . . w  and  

P = {P(Z1
n
), P(Z2

n
),  . . . P(Zw

n
)       }      (8) 

are the two sets of parameter and P(X | 1Z1
n
) the ith parameter-conditional distribution, then in terms of the set 

of parameters the above equation becomes 

 

P(X | ,P) = i P(X | I,Zi
n
 ) P(Zi

n
 ), i = 1, 2, . .  . w        (9) 

 

The problem of non-supervised learning is thus reduced to that of fin ding a unique solution for  and P, given 

P(X | , P). 

If we assume that there are two pattern classifiers C1and C0having the respective known form of the probability 

density functions P(X | C1) and P(X | C2), and the parameter  is obtained by the equation: 

 

P( | X1, . . .Xn) = i P( | X1, . . .  Xn, Zi
n
 ) P(Zi

n
  | X1, . . ., Xn)      (10) 

    I = 1, 2, . . . w, w = 2
n 

The problem is therefore reduced to that of supervised learning for each of the 2
n 
partitions. 
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Clustering and unsupervised Learning:  Clustering analysis is the assignment of a set of observation into 

subsets (clusters) so that the observations within the same cluster are similar according to some pre-designated 

criterion or criteria, Timothy, Jason and Shepard, P. J. (1998). 

It is a supervised learning that automatically forms clusters of similar things. It can be described as an automatic 

classification. The main difference is that, in classification, we know what we are looking for, but for clustering, 

we do not have such information. Since it also produces the same result as classification but without having 

predefined classes. Clustering is sometimes called unsupervised classification. 

 

V. Conclusion 
The above approach has explored the Bayesian learning techniques of supervised and non-supervised 

learning.  Although many other Learning techniques exist; the Stochastic Approximation method, Parameter 

Adjustment, etc. for example. Bayes‟ rule is optimal in the sense that it minimizes the expected loss or the 

probability of misclassification. Apparently, measurements with higher complexity provide more information 

for the classification rule.   

Machine learning is a broad area that is applied in various fields. Its application in broad areas such as 

data mining and Artificial Intelligence, and other various fields led to numerous existing techniques and 

algorithms. In general, the methods have aided lots of decision-making systems by learning from data of 

different types. The recent interest in the Internet of things and sensor networks, which is expected to grow 

rapidly to 50 billion devices and beyond, has sparked a great interest for the application of Machine Learning in 

pervasive environments. In view of this, this study is rudimentary introduction to common Machine Learning 

techniques that have been applied in the area ofcontext-aware pervasive computing.  
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