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Abstract : Computed Tomography (CT) is the most common imaging technique that is used to capture lung 

images in order to differentiate between begnin and malignant lung nodules. However, interpretation of the lung 

nodules images is a complicated process. Therefore, visual interpretation of CT scan images result in subjective 

interpretation, inter-observer variability, and time consuming process. Computer aided diagnosis system assist 

radiologist in interpreting images by detecting and classifying images in short time. Recent advancements in 

deep learning enhance the classification of images. This paper thus presents Computer Aided Diagnosis (CAD) 

system for classification of lung nodules into begnin and malignant using a pre-trained Convolutional Neural 

Network. The developed CAD system achieved an accuracy of 95%,   sensitivity of 94.73% and specificity of 

98.38 %. 
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I. Introduction 
Lung nodule refers to a spot on the lung. It is round or oval shape. Lung nodule can be begnin or 

malignant. Research has shown that 26% of cancer deaths result from lung cancer [1]. Therefore, it is necessary 

to detect and classify abnormalities in lung nodules.  Although, excisional biopsy is the best for differentiation 

of lung nodules into begnin or malignant, it is very labor intensive for large scale screenings. Unnecessary 

biopsy will make patients more anxious and increase health cost. Therefore, a non –invasive method is 

necessary for lung nodules diagnosis. 

Several non-invasive imaging techniques are used to capture lung nodules images such as X-ray, 

Computed Tomography (CT) and Ultrasound (US). CT scan is commonly used to capture lung nodules images 

because of its ability to form three-dimensional (3-D) chest images which result in greater resolution. However 

CT scan images are difficult to interprete because of similar CT images features. Computer Aided Diagnosis 

(CAD) systems assist to  detect earliest signs of abnormality in patients [2] evaluate, and interpret  information 

obtained from medical imaging in short time for proper detection and diagnosis of diseases [3]. 

 

II. Literature Review 
 Kawata et al. [4] developed CAD system to classify  lung nodules based on  toplogical and histogram 

features.  The voxel in the nodule were aggregated through shape and histogram to quantify how much shape 

classes were present in the nodule. Dandil et al. [5] applied  Artificial neural network (ANN) to develop a  CAD 

system  to classify lung nodules and obtained a accuracy of 90.63%, sensitivity 92.3% and specificity of 89.47% 

respectively. Xie et al.[6]  presented an algorithm that fuses texture, shape and model information (FUSE-STD) 

at the decision level in order to classify lung nodules into begnin and malignant. The FUSE-STD algorithm 

achieved a AUC of 96..65%, 94.45% and 81.24%. Jiang et al. [7] applied a novel Pixel Value Space Statistical 

Map (PVSSM) to classify lung nodules into begnin and malignant. Set of features from the created feature maps 

were extracted by Singular Value Decomposition (SVD) technique. A classification accuracy of 77.29%, 

80.72% and 84.21 % respectively with K-Nearest Neighbor (KNN), Random Forest ad Support Vector 

Machines were obtained.  

Many methods have been applied to classify lung nodules into begnin and malignant, but there are still 

room for improvement in their performance. Deep learning is an area of machine learning that has produced 

great improvement in image classification [8] but there are still challenges of large scale training medical set. 

Transfer learning solves this problem by transferring knowledge from a large dataset to a smaller dataset. 

Transfer learning is usually achieved by pre-trained models. Most pre-trained models used in transfer learning 
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are based on convolutional neural networks [9]. This paper aims to develop a system for classification of  lung 

nodules on CT images using a pre-trained Convolutional Neural Network. 

 

III. Methodology 
3.1 Data Acquisition 

800 Lung images were obtained from the Lung Image Database Consortium image collection (LIDC-IDRI) 

[10]. LIDC-IDRI consists of diagnostic and lung cancer screening thoracic computed tomography (CT) scans. 

The database was initiated by National Cancer Institute (NCI). It is an accessible resource for development, and 

evaluation of computer-assisted diagnostic (CAD) methods for lung nodules detection and classification. The 

dataset was created by seven academic centers and eight medical imaging companies and contain 1018 cases. 

The LIDC-IDRI  lung nodules  is represented as XML file with radiologist’s annotation and diagnostic 

description of suspicious lung lesions  performed by four experienced thoracic radiologists. Samples of lung 

nodules images are shown in Fig. 1. The dataset consists of lung nodules which are grouped to either begnin or 

malignant. 

 

 
Fig. 1: Sample images of Lung nodules 

(a) Begnin (b) Malignant 

3.2 Preprocesing 

The lung nodules dataset was divided into training set (60%), validation set (20%), and test set (20%). 

The test set only contains samples from the original dataset, not augmented data. Histogram Equalization was 

used to enhance the lung nodules image contrast while Adaptive Filtering was applied to remove the image 

noise.  

3.4 Classification of Lung Nodules 

MATLAB 2018 was used for the whole simulation process, with initial start-up of loading images into 

the system. Alexnet is the pre-trained convolutional neural network that was modified to classify lung nodules 

into begnin and malignant. Training a model from scratch requires a lot of labeled training data and computing 

power . A pretrained network is usually much faster and easier than training a new network because learned 

features can be applied to a new task using a smaller number of training images. Alexnet is a convolutional 

neural network that was developed by Krizhevsky et al.[11]  and trained on more than a million images from the 

imagenet database [12] and can classify images into 1000 object classes. The network consists of 8 

convolutional  layers and   input size of 227 × 227×1. 

 The Alexnet transfer learning network was modified to classify lung nodules as shown in Fig. 2. It 

consists of five convolutional layers and three fully connected layers. Each convolutional layer is followed by 

rectified linear units. A softmax layer was added after the final layer to classify the lung nodules and a max 

pooling layer was applied after each convolution layer to reduce the network size. To fit Alexnet, the original 

size of the lung images were resized  to 227× 227×1 which is the Alexnet input size. Furthermore, Alexnet 

requires 3-channels input data, therefore, the lung images were converted from grayscale to RGB (227 × 227 

×3) by concatenating their channel three times. The last three layers were replaced with new layers applied to 

lung  nodules. A new layer with two output neurons which corresponds to the two of classes of the lung nodules. 

was used to replace the final fully connected layer. 
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Fig. 2 :  Alexnet transfer learning network for classification of lung nodules 

 

Data augmentation was applied to multiply the number of lung images in order to avoid overfiting of 

the network. The Lung images were rotated left and right and then flipped 70, 160 and 270 degrees, resulting to 

a total number of 3000 images. The training options were specified and the Alexnet was trained with training 

lung images The modified Alexnet was simulated in MATLAB environment . The network was trained on a 

laptop computer system with an intel core processor i5, 2.8 CPU processor speed, 8 GB of RAM. 

3.5 Performance Evaluation of the Classification System 

Accuracy, True Positive Rate (Sensitivity) and True Negative Rate (Specificity) were determined in order to 

evaluate the performance of the classification system [13]. Accuracy is the ratio of number of correct predictions 

to the total number of input lung images samples which is expressed in equation (1) as: 

      (1) 

Sensitivity (True Positive Rate) is the proportion of positive data points that are correctly considered as positive, 

with respect to all positive data points. Sensitivity is defined in equation                 (2): 

                                 (2) 

Specificity corresponds to the proportion of correct negative predictions divided by the total number of negatives 

defined in equation (3) as   

        (3) 

 

IV. Result And Discussion 
   The confusion matrix for the classification of lung nodules is as shown in table 1. For begnin, lung 

nodules, 90  were correctly classified while 5 were misclassified. Similarly, For malignant  lung nodules, 62  

were correctly classified while 5 were misclassified.  The modified Alexnet results in accuracy, sensitivity and 

specificity of 95%, 95% and 93 % respectively as shown in Table 3.  The results indicate a good performance of 

the developed CAD system.  
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Table 1: Confusion Matrix for the Classification of Lung Nodules 
               Predicted Class 

  Begnin Malignant 

Actual 

Class 

Begnin 90 5 

 Malignant 3 62 

 

Table 2: Result of the Performance Evaluation of the Classification System 
Metrics Accuracy 

   % 

Sensitivity 

% 

Specificity 

% 

 95 94.73 95.38 

 

V. Conclusion 
An efficient computer aided diagnosis system for classification of lung nodules into begnin and 

malignant has been developed using a pre-trained CNN (Alexnet). The computer aided diagnosis system will be 

an aid to radiologist by providing second opinion for characterisation of lung nodule which will consequently 

leads to reduction of false diagnosis of lung nodules.  However, only lung nodules obtained from CT scan have 

been considered. Further research work can be done to classify lung nodules obtained from other imaging 

modalities into begnin and malignant using modified Alexnet . 
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