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Abstract: Smart cities make full use of information technology so as to make intelligence responses  to all 

requirements, including network and city services. This paper proposes a differential evolution back 

propagation(DE-BP)neuralnetworktrafficpredictionmodelapplicableforasmartcitiesnetworktopredict the 

network traffic. The proposed approach takes the impact factor of network traffic as the input layerand 

thenetworktrafficastheoutputlayerandtrainstheDE-BPnetworkwiththepasttrafficdatasoastoobtain 

themappingrelationshipbetweentheimpactfactorandthenetworktrafficandgetthepredictedvalueofthe network 

traffic. The experimental results show that the proposed approach can accurately predict the trend 

ofnetworktraffic.Withintheallowableerrorrange,thepredictedtrafficvolumeisconsistentwiththeactual traffic 

volume trend, and the predicted error issmall. 

Index Terms :Smart city, network traffic prediction, urban computing, BP neural network, global optimization. 

 

I. Introduction 
Withthehelpofcloudcomputing,InternetofThings,device to device (D2D) communication, artificial 

intelligence and big data, urban computing and intelligence novel solutions can be created to improve urban 

environment, human life quality, and smart city systems [1], [2]. Smart cities enhance the construction of mobile 

telecommunication network, pro- motetheapplicationsofanewgenerationmobiletelecommu- nication services, 

construct integrated service platform and satisfy the development requirements of new data services, new-

typeindustrychainandbusinesspatterns;activelystudy and timely apply such new wireless communication tech- 

niques, develop the broadband wireless network with access diversification, network integration and integrated 

applications,furtherimprovetheexistingnetworkcoverageandoptimizetheexistingnetwork,improvetheusercapacity,

increase upstream and downstream bandwidth and build multi-layer and vertical infrastructure with high 

bandwidth and full cov- erage. Thus, urban computing has recently attracted signifi- cantattention from industry 

and academi aforbuildingsmart cities. 

BP network is a kind of multi-layer feed-forward neural network. Because of its simple structure, many 

adjustable parameters, training algorithms and good maneuverability, 

BPneuralnetworkhasbeenextensivelyapplied[3].Accord- ing to the statistics, 80%90% of the neural network 

models have adopted BP network or its transformations. BPnetwork is the corepart of forward network 

anditisthemostessential andperfectpartintheneuralnetwork.Althoughitisthemost widely applied algorithm in the 

artificial neural network,  BP neural network also has certain defects. For example,  the learning and convergence 

speeds are too slow. It cannot guarantee to converge to the global minimum point. It is not easy to determine the 

network structure. Besides, the selec- tion of network structure, the initial connection weight and 

thresholdhaveahugeimpactonthenetworktraining,butthey cannot be obtained accurately. To overcome these 

defects, the neural network can be optimized with DEalgorithm. 

Ageneraloptimizationproblemaimstominimizeormaxi- mizeaperformanceindicatorbyselectingasetofparameters. 

There exist many optimization problems, such as structure design, portfolio investment, economicdispatch, 

jobschedul- ing, and water allocation. So, effective optimization meth- ods are always required. Traditional 

optimization methods include gradient descent, conjugate gradient method, New- ton method, momentum, 

Lagrange multiplier, and so on[4]. 
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Fortheabovealgorithms,therearesomeadvantages:perfect theory, small computation, fast convergence 

speed and defi- nite termination criteria. But most of them strongly depend on initial values and only obtain local 

optimal solutions. For some complex and multimodal problems, traditional opti- mization methods 

encounterdifficulties. 

Therestofthispaperisorganizedasfollows.InSection2,therelatedworkisdescribed.Thenoveldifferentialevol

ution back propagation neural network traffic prediction model applicable for smart cities network is discussed 

in Section 3. InSection4,experimentverificationsandcomparisonsofDE algorithm are presented, and Section 5 

concludes the paper with summary and future researchdirections. 

 

II. Relatedworks 
In the network management, the network performance mon- itoring and the traffic prediction function 

of smart cities are veryimportant.Fromtheresearchonnetworktraffic,wecan better understand the features of the 

backbone network of smartcities.Withtheapplicationsofthetoolsandapproaches of such new generation of 

information technology as the infrastructure of the Internet of Things (IoT), cloud comput- ing and geographic 

space, big data and artificialintelligence, smartcitiescanachievethoroughperception,interconnection with 

extensive broadband, applications of intelligent combi- nation and sustainable innovation featured by user 

innova- tion, opening innovation, mass innovation and collaborated innovation. 

In order to timely and accurately provide the situationand information of the changes of future network traffic to 

guideandcontrolsuchchangesandpreventnetworkblockage,networkcontrol,toaverylargeextent,dependsonthepredic

tion of network traffic. So, network traffic prediction is the foun- dation of network management. Along with the 

combined development of network and mobile technology as well as theinnovation, smartcities under 

thecontextofknowledgeis the advanced form of the development of informational city following digital city and 

it emphasizes comprehensive and sustainable development in economy, society and environ- ment through value 

creation and people orientation [5],[6]. 

Recently, some intelligent optimization algorithms were proposed to solve different optimization 

problems [7], [8]. Differential evolution (DE) is one of the most popular evo- lutionary algorithms (EAs) 

proposed by Price and Storn [9]. The DE/rand strategies have strong exploration capacity, whilethe 

DE/beststrategies aregoodatexploitation.Besides the classical mutation strategies, some improved versions were 

designed, such as neighborhood mutation [10], Gaus- sian sampling mutation [11], and triangular mutation [12]. 

There are two vital parameters including scale factor and crossover rate in DE. Although some studies 

havesuggested somegoodchoicestosetthoseparameters,theyareproblem- dependent [13]. To improve this case, 

some adaptive param- eter strategies were proposed. During the search process, the parameters are dynamically 

updated. Numericalexperiments show these parameter strategies areeffective. 

Brest et al. [14] used random values to replace the parameters F and CR. These parameters are assigned 

to random values with the range [0,1]. Experiments showed that the modified DE outperforms classical DE and 

some other evolutionary algorithms. Tong et al. [15] used multi- population and ensemble techniques in DE. 

Results on CEC 2017 problems show the new method is superior to some other well-known DE variants. Fan et 

al. [16] designed a multi-algorithm method to automatically select suitable DE variants. Wu et al. [17] presented 

an improved ensemble of DE variants (EDEV), in which three popular DE variants were used. Awad et al. [18] 

used ensemble of parameters and niching based population reduction in a sinusoidal DE. A restart method is 

utilized to improve the quality of solu- tion at later generation. To solving constrained optimiza- tion problems, 

Xu et al. [19] firstly introduced an adaptive methodtogeneratetrialsolutions.Then,aclustersubstitution method was 

utilized to generate feasible solutions. In [20], ZorarpacıandÖzelpresentedahybridalgorithmbasedonDE and ABC 

for feature selection. Kamboj et al. [21] proposed a novel DE with random search to solve multi-objective  and 

multi-area unit commitment problem. Simulationresults show that the proposed algorithm can achieve 

reasonable solutions. 

BP neural network is constituted by two processes: the forward computing (forward propagation) of 

data flow and thebackpropagationoferrorsignals[22],[23].Intheformer process, the propagation direction is the 

input layer, the hid- den layer and the output layer. The state of the neurons in each layer only affects the 

neurons in the next layer. If the expectedoutputcannotbeobtainedintheoutputlayer,thelat- ter process will start 

[24], [25]. With the alternation of these two processes, it implements the gradient descent strategyof error 

functionintheweightvectorspaceandsearchesagroupofweightvectorsthroughdynamiciterationstominimizethe error 

function of the network so as to complete information extraction and memorization. This paper designs a 

networktrafficpredictionmodelapplicableforsmartcitiesnetworktopredictthenetworktraffic.Itisverynecessarytolau

nchsome predictionworkonnetworktrafficastheevidencetoimprove the quality of network services [26], [27]. Fig. 

1 shows the structure of BP neuralnetwork. 
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FIGURE 1. Structure of BP neural network. 

 

Assume that there are n nodes in the input layer of BP neural network, q nodes in the hidden layer and 

m nodes in the output layer and that the weight between the input layer and the hiddenlayeris vki andt 

heweightbetweenthehiddenlayerandtheoutputlayeriswjk.Thetransferfunctionofthehiddenlayerisf1(g)andthatofthe

outputlayerisf2(g).Then theoutputofthenodesinthehiddenlayeris(putthethreshold into the sumterm): 

 
The back propagation of error is to calculate the output errors of the neurons in every layer starting 

fromtheoutputlayerandthenadjusttheweightsandthresholdsofeachlayerbasedonerrorgradientdescentmethodsoasto

makethefinal corrected output approximate the expected value [28],[29]. 

 

A. DEFINE THE ERRORFUNCTION 

Input P learning samples and represent with x
1
, x

2
,, x

p
, 

Theformulatoadjusttheweightsofneuronsintheoutput layer is asfollows. 
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PROPOSEDAPPROACH 

In Section 4, we briefly introduce some representativemuta- tionoperators. Among the 

semutations,DE/randandDE/best are widely used. For the first mutation, it shows very strong exploration ability, 

but it has poor exploitation capacity. For the second mutation, it does well in exploitation, but it has poor 

exploration capacity. Therefore, how to balance the exploration and exploitation abilities in the mutationscheme 

is a vitaltask. 

In [13], Huang et al. combined a concept of best of ran- dom(BoR)withDE/rand/1.WhenconductingtheBoR,three 

solutions Xi1, Xi2 and Xi3 are randomly selected. The above solutionsaremutuallydifferent. Atfirst, 

Xi1iscomparedwith 
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theconvergenceis.However,thefastconvergencespeedmaylead to premature convergence. Because new 

solutions are near to the first random individual according to themutation scheme. If all solutions are near to the 
same individual,   the diversity of population will decrease. The DE/BoR/2can prevent this case. The local best 
solution Xi1 can guide the search and Xi1  is dynamically updated with the changing  of Xi1. The procedure of our 
approach DE/BoR/2 is listedin 
 

 

To optimize BP neural network with DE is to optimize the initial weight and threshold of BP neural 

network with DE algorithm so that the optimized BP neural network can better predict the samples. The 

elements to optimize BP neural network with DE algorithm include: the initialization 

ofthepopulation,thefitnessfunction,theselectionoperator, the cross-over operator and the mutation operator. After 

the optimization of DE algorithm, get the best initial weight and threshold matrix, substitute that initial weight 

and threshold into the network and draw the training error value, the pre- 

dictionvalue,thepredictederrorandthetrainingerrorandso on [30], [31]. The procedure to optimize BP neural 

network with DE algorithm is shown as Fig.2. 
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To optimize BP neural network with DE is to optimize the initial weight and threshold of BP neural 

network with DE algorithm so that the optimized BP neural network can better predict the samples. The 

elements to optimize BP neural network with DE algorithm include: the initialization 

ofthepopulation,thefitnessfunction,theselectionoperator, the cross-over operator and the mutation operator. After 

the optimization of DE algorithm, get the best initial weight and threshold matrix, substitute that initial weight 

and threshold into the network and draw the training error value, the pre- diction value, 

thepredictederrorandthetrainingerrorandso on [30], [31]. The procedure to optimize BP neural network with DE 

algorithm is shown as Fig.2. 

 
FIGURE 2. The procedure to optimize BP neural network with DE. 

 

TooptimizeBPneuralnetworkwithDEincludesthedeter- mination of BP neural network structure, the 

optimizationof weight and threshold with DE algorithm as well as thetrain- ing and prediction of BP neural 



Application of Differential Evolution Back Propagation (DE-BP) Neural Network for Prediction … 

www.ijesi.org                                                       62 | Page 

− 

+ 

= 

network [32], [33]. Among them, the topological structure of BP neural networkis 

determined according to the number of input/output param- eters of the samples [34], [35]. In this way,  the 

number      of parameters to be optimized with DE algorithm can be optimized so as to determine the coding 

length of the pop- ulation individuals. As it is the initial weight and threshold of BP neural network that are 

optimized with DE algorithm, thenumberofweightsandthresholdscanbeobtainedaslong 

asthenetworkstructureisknown[36],[37].Theweightsand thresholds of the neural network are generally the 

random numbers within the scope of [ 0.5, 0.5] which are randomly initialized [38]. These initialized parameters 

play a great  impact on the network training, but it cannot be accurately obtained. For 

thesameinitialweightandthreshold,thetrain- ing results of the network are the same. The introduction of DE 

algorithm is to optimize the optimal initial weight and threshold. 

The purpose of optimizing BP neural network with DE algorithm is to obtain the initial weight and threshold of   

the network through DE algorithm and its basic idea is to represent theinitial weight and 

thresholdofthenetworkwith individuals and the predicted error of BP neural network  the individual value of 

which is initialized will be taken as the fitness value of that individual and then find the initial weight of the 

optimal BP neural network by searching the bestindividual. 

 

III. Simulation Experiment 
A. TESTFUNCTIONSUSEDINTHEEXPERIMENTS 

In the numerical experiments, the proposed DE/BoR/2 is tested on some famous test functions. There 

are thirteen  test functions, which were used in many optimization ref- erences [39]–[41]. In Table 1, the detailed 

test functions are presented, where D is the dimensionalsize. 

 

B. PARAMETERSENSITIVITYANALYSISINDE/BoR/2 

In DE/BoR/2, there are two vital parameters and. are usedin DE/rand/1 [7]. When the mutation strategy is 

changed, the corresponding parameters may need to be adjusted. There- fore, we investigate different sets of and 

in DE/BoR/2 and select the best parameter setting. In this section, and are tested on different combinations. As 

seen, there are 16 dif- ferent parameter settings. In the following experiments, 

DE/BoR/2isrunon16parametercombinations,respectively, and the best parameter combination is chosen among 

the comparisons.Forotherparameters,themaximumnumberof fitness values (MAXFEs) is equal to 2.0E  05 and N 

is set  to100. 

Table 2 gives the mean fitness values of DE/BoR/2 when CR 0.1. We can see that  a  small  F  is  good  

for  uni- modal functions. For functions f1-f3, f5, and f7, the results become worse with increasing of F. For 

multimodal func- tions, the value of F is hard to choose. For f8, a large F is better,whileasmal lFisbetter for 

f9,f10,andf12.Forf11and f13, F between 0.25 and 0.5 is a goodchoice. 

 

TABLE 1. Benchmark functions used in the experiments. 
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TABLE 2. Mean fitness values of DE/BoR/2 when CR = 0.1. 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

 

Table 3 lists the mean fitness values of DE/BoR/2 when CR 0.3. From the results, F0.25 achieves better 

solutions thanothercasesonmanyfunctions.Onf1,f2,f4,f10,f11,and f12, DE/BoR/2 with F 0.25 obtains much 

better solutions than other F values. However, for f3 and f8, other F values can achieves bettersolutions. 

 

TABLE 3. Mean fitness values of DE/BoR/2 when CR = 0.3. 
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TABLE 4. Mean fitness values of DE/BoR/2 when CR = 0.55. 

 
 

Table 4 shows the mean fitness values of DE/BoR/2 when CR 0.55. It is obvious that F 0.25 

outperforms other F valuesonmanyfunctions.Onf1,f2,f4,f6,andf10-f13,F 

0.25 can help DE/BoR/2 find reasonable solutions, but other F values falls into local optimum. For f9, F 0.1 is 

much better than F 0.25. 

Table5displaysthemeanfitnessvaluesofDE/BoR/2when CR 0.9. From the results, DE/BoR/2 with 

different  F cannot achieve promising solutions. For the majority of test functions, DE/BoR/ 

2isdifficulttofindreasonablesolutions. So, CR 0.9 is not a good choice among all parameter combinations. 

From the above results, there are 16 cases for setting     the parameters F and CR. To  select the best case among    

16 parameter combinations, Friedman statistical test is used to rank the performance of all cases. Table 6 gives 

the mean rank values. A smaller rank value means that it has a better rank. It can be seen that F   0.25, CR   0.55 

achieves the  best rank among 16 parameter combinations. It means that F 0.25, CR 0.55 obtains the best 

performance on the benchmark set. In addition, F 0.25, CR 0.3 is also agood choice, and it obtains the second 

place according to therank 

 

TABLE 5. Mean fitness values of DE/BoR/2 when CR = 0.9. 
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TABLE 6. Mean rank values. 

 
 

values. Based on above analysis, F  0.25, CR   0.55 isused inDE/BoR/2. 

 

C. COMPARISON BETWEEN DE/BoR/2 AND CLASSICALDE 

Inthefollowing,wecompareDE/BoR/2withotherclassical DEs containing DE/rand/1, DE/rand/2 and 

DE/best/1. In the comparisons,allalgorithmsusethesameterminationruleand population size. Like Section 7.2, 

MAXFEs and N use the same values. For DE/BoR/2, F  0.25 and CR   0.55 are   used according to the analysis 

of Section 7.2. DE/rand/2 and DE/BoR/2 employ the sameparameters. 

Table 7 displays the mean best fitness values of four DE algorithms. From Table 7, DE/best/1 

outperforms otherthree DEs on f1, f2, f3, and f5. Especially for f5, only DE/best/1 achieves promising solutions. 

However, it falls into local minima on f6 and f11, but other DE algorithms converge to 

theglobaloptimum.DE/rand/2isbetterotherDEsonf8,and itisslightlybetterthanDE/BoR/2.Forf9,allDEsaretrapped 

intolocaloptima,butDE/BoR/2findsbettersolutionsthan 

 

TABLE 7. Comparison between DE/BoR/2 and classical DEs. 

 
other DEs. For f10-f13, DE/BoR/2 and DE/rand/2 are almost the same. 
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FIGURE3.ThesearchcurvesoffourDEsonf1. 

 

 
FIGURE4.ThesearchcurvesoffourDEsonf4. 

 

Figs. 3-7 show the search curves of four DEs on five representativefunctions.Onfunctionf1,DE/best/1converges 

 

 

 
FIGURE5.ThesearchcurvesoffourDEsonf7. 
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FIGURE6.ThesearchcurvesoffourDEsonf10. 

 

 
FIGURE7.ThesearchcurvesoffourDEsonf12. 

 

faster than other three DEs and DE/BoR/2 is faster than  two DE/rand algorithms. For function f4, 

DE/BoR is the fastest algorithm among four DEs. For DE/best/1, it is  noted that its convergence speed 

outperforms DE/BoR/2 at themiddlesearchstage.Forfunctionf7,DE/BoRand 

 

TABLE 8. Mean rank values. 

 
 

DE/best/1arethefastestandslowestalgorithms,respectively. The search curves are similar for functions f10 and 

f12. Though DE/BoR/2 and DE/rand/2 achieve the same solu- tions, DE/BoR/2 is faster thanDE/rand/2. 

The mean rank values of the four DEs on thirteen test functions are computed based on Friedman test. Table 8 

dis- plays the mean rank of four DEs. Results show that DE/BoR/2obtainsthebestrank,anditisbetterthantheother 

threeDEs. 

Based on Matlab 2014a software platform, this paperuses the traffic data of backbone network collected 

and saved    in the database during a certain time period as well as the time data of the corresponding period. 

Comparing the data predicted by the algorithm with the actual traffic data, using the original traffic data as 

sample data training, the network traffic in the next 120 hours is predicted. The maximum traffic is 301.1873 

GB/hour and the minimum traffic is 11.6340 GB/hour. The difference between the two is very 

large,whichshowsthatthenetworktrafficisindeedanunsta- ble time series. Trains and predicts with DE-BP neural 

net- work model in this paper and sets the terminationconditions of network training as follows: 
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thefitnessvalueisnothigher than0.02,theinitialneuronsinthehiddenlayeris30and the maximum number of iterations 

of 200. The transferfunction of input layer and hiddenlayeris Sigmoidtype,andtheoutput 

layerislineartransferfunction.BecausetherangeofSigmoid function is [0,1], in order to improve the convergence 

speed of the network, the samples are normalized and transformed to [0,1]. The training results of DE-BP neural 

network are showninFigure8,andthecomparedresultsoftheactualand predicted network trafficare shown in 

Figure9, inwhichthe horizontal axis is the time period and the vertical axis is the networktraffic. 

According to the same parameters set above, the training results of the convential BP neural network 

are shown in Fig. 10, and the simulated results of the actual and predicted network traffic are shown in Fig. 11. 

From the above figures, it can be seen that the predicted flow of DE-BP neural network in the next 120 

hoursreflects the actual flow better in the trend of change, the speed of change and the degree of dispersion, 

which also verifies the validityandaccuracyoftheDE-BPneuralnetworkproposed in thispaper. 

After the training and validation of DE-BP and BP neural network, theperformance of the two method 

sis analyzedand comparedbymeansofaverageabsolutepercentageerrorand root mean square error. The analyzed 

results are compared in Table9. 

 
FIGURE 8. Training results diagram of DE-BP neural network. 

 

 
FIGURE 9. The predicted results of DE-BP neural network. 
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FIGURE 10. Training results diagram of convential BP neural network. 

 

Through the above experimental analysis, the proposed approach can accurately predict the trend of 

network traffic. Within the allowable error range, the predicted traffic vol- ume is consistent with the actual 

traffic volume trend, and the predicted error is small. It improves the shortcomings 

 

 
FIGURE 11. The predicted results of convential BP neural network. 

 

TABLE 9. The performance comparison of two methods. 

 
 

 

 

 

 
 

 
 

 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

 

of local minimum and slow convergence speed of network trafficprediction.DE-

BPneuralnetworkisanimportanttool for dealing with large-scale data problems because of its intelligent 

processing functions such as learning, memory and computation. Because the non-linear characteristics of 

networktrafficcanbedepicted,thetrafficpredictionmethod based on neural network can show better performance 

than the conventional linear prediction method. At the sametime, becausetheneuralnetworkhasthe‘‘non-
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linearchangelaw’’ of the memory signal in the training process, the prediction step has little influence on the 

prediction results, so it is suitableforlong-termprediction.Networktrafficvarieswith locationandtime. Because 

ofthecomplexity,variability and heterogeneity of smart city network environment, the new network technology 

also makes the internet environment more complex and has new impacts on the characteristicsof network traffic, 

therefore, traffic prediction needs to be adjustedconstantly. 

Thealgorithminthispaperisbasedonthemaincharacter- 

isticsofnetworktraffic,canimprovethepredictionaccuracy of the neural network, accurately predict the change 

trend  of network traffic. The trend of predicted traffic is generally the same as that of actual traffic, within the 

allowable error range, the prediction error is relatively low. With the rapid expansion of network scale 

insmartcitiesandthelarge-scale various service application basedon network, the network 

trafficpredictionmodelproposedinthispapercaneffectively and accurately describe the characteristics of 

networktraffic, and manages of network performance, service quality and accesscontrol. 

 

IV. Conclusion 
Thispapermainlystudythatthepredictionofnetworktraffic of smart cities based on DE-BP neural network. 

The key to construct DE-BP neural network is to seek the value of the three connection weights between the 

layers with training. MakefulluseoftheglobalsearchofDE,findthebest group of solutions through selection, cross-

over and mutation and thustheDE-BPneuralnetworkisbuilt.Then,taketheimpact factor of network traffic as the 

input layer and the network traffic as the output layer and train the DE-BP network with the past traffic data so 

as to obtain the mapping relationship between the impact factor and the network traffic and get the predicted 

value of the network traffic. How toeffectively adjust the parameters of DE algorithm in order to improve the 

effectiveness of BP neural network is a further work in the futureresearch. 
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